
Contents lists available at ScienceDirect

Corrosion Science

journal homepage: www.elsevier.com/locate/corsci

Simulation of stress-assisted localised corrosion using a cellular automaton
finite element approach

O.O. Fatobaa,d,⁎, R. Leiva-Garciaa, S.V. Lishchuka,b, N.O. Larrosac, R. Akida

a Corrosion and Protection Centre, School of Materials, University of Manchester, Sackville Street, Manchester M13 9PL, UK
bMaterials and Engineering Research Institute, Sheffield Hallam University, Howard Street, Sheffield S1 1WB, UK
c Solid Mechanics Research Group, Department of Mechanical Engineering, University of Bristol, UK
dWestmoreland Mechanical Testing and Research Limited, Banbury, UK

A R T I C L E I N F O

Keywords:
A. Low alloy steel
B. Potentiostatic polarisation
B. Cellular automata
B. Finite Element analysis
B. Modelling studies
C. Pitting corrosion

A B S T R A C T

In this paper, the overall corrosion damage process is modelled sequentially using cellular automata (CA) to
describe the localised corrosion component, and finite element analysis (FEA) to account for the mechanical
component resulting from the stress concentration effect of the corrosion defect (pit). Synchronous execution of
the CA and FEA, and provision of feedback between both provides a good approximation of stress-assisted pit
development. Qualitative and quantitative comparison of simulation results with experimental measurements
show good agreement. In particular, the model shows that mechanical effects, notably plastic strain, accelerates
the rate of development of localised corrosion.

1. Introduction

Pitting corrosion is a destructive form of localised corrosion, which
can lead to failure of engineering components that are subject to si-
multaneous mechanical loading and a corrosive environment [1–4]. In
these applications, pitting corrosion presents a limitation to the struc-
tural integrity as pits can act as initiation sites for fatigue and stress
corrosion cracks, leading to accelerated fracture and reduction in ser-
vice lifetime with potential catastrophic consequences [3–8]. From the
design and reliability point of view, the development of a multi-stage
model capable of predicting stress-assisted pitting and subsequent
cracking is of great value for structural integrity management of com-
ponents and structures. Although there are existing pitting corrosion
fatigue models for lifetime assessment, these models commonly treat
the pit as a sharp crack and do not consider neither the evolution of the
pit with time nor pit-to-crack transition [91].

Classic pitting corrosion damage is associated with the localised
dissolution of the metal substrate caused by a breakdown of the pro-
tective surface film and has been widely investigated [9–12]. As the
material employed in this study is carbon steel, it is worthy of note that
in contrast to classic pitting corrosion, which involves the breakdown of
passive film on metals, carbon steel can undergo pitting corrosion under
certain conditions, such as those found in oil and gas environments
[13,14]. Here, the pitting corrosion process is associated with the local
breakdown of the iron carbonate and/or iron sulphide scales that are

formed on the internal surface of the linepipe, thus resulting in localised
dissolution of the underlying substrate and formation of corrosion pits
[15,16]. Pitting corrosion damage and associated mechanisms in the oil
and gas environment has been previously reviewed in [16–19].

In broad terms, the pitting process evolves through three main
stages, namely, nucleation, metastable growth and stable growth
[20–22]. The nucleation stage usually involves passive film/protective
scale breakdown due to, for example, point defects in the passive film,
physical and chemical metal surface inhomogeneities, such as inclu-
sions, grain boundaries and precipitates, and film damage from me-
chanical stress [12,23–25]. During the metastable stage nucleated pits
can repassivate, thus becoming dormant. Subject to material/environ-
ment conditions these pits may reactivate and continue to grow, be-
coming stable pits. The kinetics of pit growth (dissolution) during the
stable growth stage is controlled by several factors including; mass
transport of corrosion species, hydrolysis, and precipitation and accu-
mulation of corrosion products. Although pitting corrosion damage has
been widely investigated [9–12], models presented in the literature
tend to be empirical, phenomenological and deterministic in nature
[26–30] and computational modelling of local corrosion damage re-
mains a challenge. This is due to there being several coupled time-de-
pendent and stochastic chemical-physical processes, all operating at
different length scales (macroscopic, mesoscopic, microscopic) and
time scales [31]. The damage process is further complicated when the
material is subject to mechanical loading wherein the local stress and
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strain concentration around a progressively changing pit geometry can
accelerate the pitting process [32,33]. Therefore, the formulation of a
model capable of predicting such a complex system will involve multi-
scale analysis both in time and space.

Early efforts directed at modelling pitting corrosion largely focused
on the formulation of empirical laws based upon laboratory and/or in-
service pit growth rate measurements. The literature relating to these
empirical models was reviewed by Szklarska-Smialowska [12]. Turn-
bull [34], later commented that the limitation of existing models is the
lack of mechanistic content, as only average properties representing
macroscopic behaviour of the system are measured. Later efforts at-
tempted to address this limitation through the development of more
realistic, mechanistically-based, atomistic models which use theoretical
principles and partial differential equations to interface the electro-
chemical processes controlling pit growth kinetics [26,27,35,36]. Fur-
ther, they are also limited by complexity, the stochastic nature of the
corrosion process, and a lack of appropriate input data restricting their
application. Advances in computational capabilities have recently en-
abled the simulation of pitting corrosion behaviour using new model-
ling paradigms at the mesoscopic scale such as Monte Carlo [28,37],
artificial neural networks [29,38] and cellular automata [39–41]. The
focus of the work presented in this paper is on this latter approach,
cellular automata modelling.

Cellular automata (CA) are discrete computational systems where
the future state of each cell in the modelling space is determined by the
current state of the cell and that of its neighbourhood cells based on
local transformation rules [30]. In contrast to partial differential
equations, in which space, state and time are continuous, these three,
and other dynamic variables, are discrete in CAs [39,42]. All the cells
have access to the same set of states at any time step and can assume
only one of a finite number of possible states. Based on the local
transformation rules, which apply to all the cells in the automaton and
are applied through a number of discrete time steps, all cells are up-
dated synchronously so that the system evolves in an iterative manner.
The physical metal-environment system can be discretised into a metal/
film/electrolyte cellular lattice of sites (also referred to as ‘cells’), where
each of the cells in the lattice can represent different species taking part
in the corrosion process. CAs are increasingly being applied to model
localised corrosion in various material-environment systems due largely
to their ability to simulate electrochemical processes, and their sto-
chastic nature, at a mesoscopic scale [40,41,43].

Results from investigations carried out by Malki and Baroux using
the cellular automota technique [37] showed that metal dissolution
rate and IR drop, modelled using a dissolution probability and via a
linear potential gradient that relates the pit depth to dissolution prob-
ability respectively, have a strong influence on corrosion pit growth
kinetics. Wang and Han employed cellular automaton modelling com-
bined with finite element analysis to investigate the effect of applied
stress on metastable pitting corrosion [44,45]. A higher growth rate of
metastable pitting for both single and double pits was observed under
the influence of stress compared to stress-free conditions. Li and co-
workers [46,47] also simulated the growth of metastable pits and their
transition to stable pitting in stainless steel and demonstrated that the
time dependence of pitting current follows the I= f(t2) law. Van der
Ween [48] developed a cellular automaton model to simulate pitting
corrosion in a bimetallic material. They observed differences in the
number of initiated pits and the growth rates of pits in different
chloride concentrations. The influence of various electrochemical
parameters on the pitting initiation and growth behaviour in

aluminium was investigated by Pidarparti et al. [49] using cellular
automaton simulation.

While these studies show that the nature of electrochemical pro-
cesses, wherein the state of the species in corrosion reactions changes as
a result of interaction with other species around it, makes CA a con-
venient tool for simulating the metastable and stable growth stages of
localised corrosion, to date, the simulation of stable pit growth invol-
ving mechanical loading has with perhaps the exception of the work of
Wang and Han, on metastable pitting [44], not been reported in the
literature. The aim of this work is to investigate the growth of local
damage under the influence of applied stress using a cellular auto-
maton.

In this paper, a CA model has been coupled with finite element
modelling (Cellular Automoton Finite Element (CAFE)), in order to si-
mulate the physical damage occurring due to the interactions between
corrosion and mechanical stress, which takes place during the early
stages of environment assisted cracking. The objective, therefore, of the
study is to explore the applicability of this type of hybrid model to
simulate stress-assisted pit development, applicable to the mechanisms
of stress corrosion cracking and corrosion fatigue. The CAFE model has
adjustable parameters, which correlate with physical processes and
may be calibrated based upon experimental data. Simulations were
carried out to investigate the influence of various electrochemical
parameters that control pit propagation kinetics, applied stress, and
flow on the local corrosion kinetics and evolution of pit characteristics.
The results obtained from experiments are compared with the output of
the CAFE model.

2. Experimental

Tests were carried out on American Petroleum Institute (API) 5L
X65 steel, supplied as pipe sections. The material is a high-strength, low
alloy steel employed in oil and gas applications. The chemical compo-
sition is given in Table 1. The 0.2% proof strength, ultimate tensile
strength and elongation of the steel are 524MPa, 614MPa and 31%
respectively [50]. Metallographic analysis showed that the micro-
structure is composed mainly of pseudo-polygonal and equiaxed ferrite
grains.

Electrochemical-mechanical tests were conducted to simulate stable
pit growth in 0.6M NaCl, pH 6.2, using two different configurations. In
the first series of tests, a 3-electrode micro-capillary cell (Fig. 1), con-
sisting of a 500 μm diameter capillary pipette, was employed to in-
vestigate pit growth under non-flow and unstressed conditions. The
second configuration, which was employed to investigate the effects of
applied stress and flow on pit growth, consists of a 3-electrode scanning
droplet system and a 2 kN computer-controlled hydraulic machine,
both mounted on a Uniscan Electrochemical Workstation (Fig. 2). The
flowing solution feature of the scanning droplet system was employed
for studying the effect of flow on localised dissolution rates. A steady
laminar flow rate of 0.02mL.s−1 was maintained during testing via a
peristaltic pump. Testing involved the simultaneous application of a
cyclic stress of =σ 200max MPa to the test sample (Fig. 3), at a stress
ratio and frequency of 0.1 and 2 Hz respectively, during polarisation.
These conditions were chosen as they typically represent an oil and gas
linepipe, where there is a positive stress ratio due to the internal
pressure resulting from the pipe contents and a low cyclic fluctuation
(frequency) of the line pipe typical of seawave action. In all the tests, a
potential of 1 V vs Ag/AgCl, above the open circuit potential, was ap-
plied in potentiostatic mode for different times, after which specimens

Table 1
Chemical composition of API 5 L X65 steel (wt%).

C Si Mn P Mo V Cr Ni Cu Nb Ti Al S Fe

0.05 0.28 1.08 0.01 0.13 0.06 0.07 0.37 0.16 0.027 0.03 0.037 0.001 bal
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were cleaned to remove corrosion products from the pit, and the pit
morphology was characterised using a Keyence VK-X200K 3-D confocal
microscope. The determined output characteristics for the time evolu-
tion of pitting behaviour are maximum pit depth, pit aspect ratio (ratio
of pit depth to half pit width) and pit morphology.

3. Experimental results and discussion

An example of an artificial pit created on the fatigue test specimen is
shown in Fig. 4a. Analysis of the cross-sectional profiles of all the pits
generated in this study generally showed a pseudo-hemispherical shape
(Fig. 4b). Hence the theoretical pit depth corresponding to each time
scale was estimated from the current-time measurements using Fara-
day’s law and assuming a hemispherical pit shape with a radius that is
equal to half of the experimentally measured pit width.

Measurements of maximum depth of pits, taken at different polar-
isation times, without flowing solution and the application of stress,
compared with theoretical estimates are presented on a log-log plot in
Fig. 5a while aspect ratios are shown in Fig. 5b. It can be observed that

both pit depth and pit aspect ratio increase with time. Although the
theoretical data, derived from the measured pit current density and
applying Faraday’s law, shows a slight overestimation of the experi-
mental pit depths, the correlation between both is considered to be
good. The rate of change in pit depth decreases with time and can be
represented by an empirical power law relationship of the type dp=A t
β where dp is pit depth (μm), t is time (hours), and A and β are constants,
in the case of Fig. 5a, being106 and 0.46 respectively. The decrease in
pit growth rate is attributed to a diffusion-control mechanism whereby
the mass transport of corrosion products away from the pit site is lim-
ited thus leading to corrosion product accumulation inside the pit. This
results in the creation of a diffusion barrier between electrochemical
species across the metal-electrolyte interface, limiting the anodic dis-
solution process [26,51] and consequently the pit growth rate. Whilst
stagnant, non-flow, conditions, limit mass transport of cathodic species
(dissolved oxygen) to the reaction sites within the pit and reduce the pit
growth rate [52], this possibility is excluded because at the applied
polarisation potential, the majority of the cathodic reactions take place
on the counter electrode.

The influence of solution flow (at 0.02mL.s−1) on pit growth rate is
shown in Fig. 6, where the depth-time relationship can be described by
a power law relationship, the values of the parameters A and n being
higher than for non-flow conditions. This indicates that at any given
time, pits were deeper under flow compared to non-flow conditions.
This effect of flow can be attributed to diffusion control. In contrast to
stagnant conditions, the advection effect of flow facilitates the mass
transport of the cathodic reactants to the pitting site and the corrosion
products away from the pit. Consequently, the metal dissolution process
is accelerated leading to increased pit depth, for a given time, over that
under non-flow conditions. Also shown in Fig. 6 is the influence of

Fig. 1. Micro-capillary cell set-up with test sample (inset: Metal-electrolyte-
capillary tip interface).

Fig. 2. Schematic of experimental set-up of scanning droplet cell and fatigue test rig for investigating the effect of stress and electrolyte flow on localised corrosion.

Fig. 3. Dimensions of the fatigue test specimen, illustrating the location of the
pit.
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applied cyclic stress of Δσ=180MPa on pit growth rate at a flow rate
of 0.02mL.s−1. The observation noted here, is of increasing pit size
with increasing stress, and is consistent with the results from previous
studies [32,53–55]. While the applied stress range is in the elastic re-
gion of the material, depending on the pit depth, the stress concentra-
tion effect of the pit can give rise to plastic strains around the pit
[56–58]. This results in increased localised electrochemical activity
[53,55] as local activity of dislocations at the pit site is promoted due to
a lower activation energy being required to remove atoms of higher
energy state [59].

4. Cellular automata finite element modelling

In the current work, a cellular automata finite element (CAFE)
modelling approach has been developed for simulating stress-assisted
pitting corrosion at a mesoscopic scale. The CAFE model decouples the
cumulative damage process into localised corrosion and mechanical
components. In the first stage, a semi-probabilistic cellular automaton
(CA) is used to model the localised loss of metal (in this case pitting). As
discussed above, pitting corrosion is a complex phenomenon and a si-
multaneous study of all the parameters, and their interactions, involved
in the process is a complex and challenging task. For this reason, the
CAFE model developed in this work focuses on the principal processes
of metal dissolution, metal ion hydrolysis, diffusion of corrosion species
and mass transport of corrosion products. A schematic showing an
overview of the CAFE model architecture and development procedure is
shown in Fig. 7. The model enables the simulation of the complex in-
teractions between these physical and electrochemical processes. The
local stress and strain distribution around the pit, resulting from the
deformation of the cellular structure, are analysed using finite element
analysis (FEA). The coupling of the two mechanisms is made by (i)
changing the geometry of the cellular structure in the FE model as a
result of dissolving cells (corrosion) determined by CA, and (ii) chan-
ging the dissolution kinetics in the CA model based on the local stress
and strain determined by FEA, as damage progresses with time. Con-
current execution of the two analyses with provision of a feedback loop
between them provides a good approximation for simulating the in-
teraction between corrosion and deformation effects and studying the
effect of applied stress on pitting corrosion development in the early
stages of environmentally assisted fracture.

4.1. Configuration of cellular automata

The CA modelling space was setup in a manner that mimics the
pitting corrosion process in a real system and allows the simulation of
the experimental microcell tip-electrolyte-metal interface (see inset in
Fig. 1), the schematic representing the real system is shown in Fig. 8. As

can be seen in Fig. 8a and b, the region of interest is the interface be-
tween the metal substrate, electrolyte and the walls of the capillary.
Hence a section of the scaled surface (Fig. 8c) equivalent to the width of
the capillary tip, was omitted in order to mimic this interface.

A two-dimensional lattice space consisting of 2000× 1000 (i x j)
cells, shown schematically in Fig. 9, was employed for simulations. The
upper half of the lattice space (i.e. i=1–1000) represents the aqueous
solution containing the corrosive species while the lower half
(i=1001– 2000) represents the metal structure. A Moore neighbour-
hood (Fig. 10), which considers all the eight neighbours of an objective
cell, was adopted in the CA model, as it is considered to simulate
electrochemical processes more realistically. The cells, represented as
squares with dimensions of unity, are not to be associated directly with
atoms, anions or cations, as the model is mesoscopic. A more realistic
interpretation is that of a homogenous grouping of these corrosion
species in order to capture electrochemical behaviour. The cells in the
boundaries of the metal domain in the modelling space are excluded
from participating in electrochemical processes. In order to simulate the
physical size of the capillary tip of the electrochemical cell (500 μm –
Fig. 8), the CA lattice space was scaled up by a factor of 2.5 so that a CA
cell size is equivalent to 2.5×2.5 μm. This means that 20 CA cells are
equivalent to the capillary tip of the corrosion cell being simulated. This
cell size was fixed throughout the CA computations.

4.2. Electrochemical system

The CA model is developed for an iron-water electrochemical
system. Non-hydrated forms of corrosion products such as magnetite
(Fe3O4) or iron (ferric) oxide (Fe2O3) are excluded. Only the five species
that have a stable area on the iron-water Pourbaix diagram at 25 °C,
notably, Fe, Fe2+, Fe3+, Fe(OH)2 and Fe(OH)3, are considered in the
selection of the states that the cells can exist in the cellular automata
system. The electrochemical reactions for these five species are illu-
strated in Eqs. 1–4. The eight different sites and states that each cell can
assume in the model are given in Table 2 and illustrated schematically
also in Fig. 8, where the sites designated as ‘C’ represent both the ca-
pillary wall in Fig. 8a and the capillary surface in Fig. 8b.

↔ ++ −Fe Fe e22 (1)

↔ ++ + −Fe Fe e2 3 (2)

+ ↔ ++ +Fe H O Fe OH H2 ( ) 22
2 2 (3)

+ ↔ ++ +Fe H O Fe OH H3 ( ) 33
2 3 (4)

Fig. 4. (a) Optical image of a pit observed on the surface of fatigue specimen after potentiostatic polarisation for 16,000 s, and (b) confocal microscopy reconstructed
image showing 3-dimensional cross-sectional profile of the pit shown in (a).
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4.3. Evolution rules of cellular automata

The algorithm for the CA model was written with Matlab® pro-
gramming software [60]. The model was implemented in two parts: a
corrosion loop, which simulates the electrochemical reactions, and a
diffusion loop, which simulates the diffusion of species within the so-
lution during the electrochemical damage process. In the CA model, a
site can only be occupied by a single state at any given time. For ex-
ample, R and P1 sites cannot occupy the same site at the same time as
they are in different states.

4.3.1. Rules for corrosion reactions
The rules for the corrosion reactions are classified into four groups

based on Eqs. (1)–(4). The forward reaction for oxidation of Fe to Fe2+

(Eq. (1)) takes place with a corrosion probability P_corr when at least

one acidic site H is in the neighbourhood of a metal site M (Fig. 11a);
theM site will be replaced by an R species. When at least one acidic site
H is in the neighbourhood of reactive metal site R (Fig. 11b), oxidation
of Fe2+ to Fe3+ (Eq. (2)) takes place with oxidation probability P_ox;
the R site will be replaced by a D species. When at least two of the
neighbours of a reactive metal R are neutral sites W (Fig. 11c), hy-
drolysis of Fe2+ to Fe(OH)2 (Eq. (3)) takes place with hydrolysis
probability P_Hyd1; the R and two W sites are replaced with P1 and
two H species respectively. The final reaction involves the hydrolysis of
Fe3+ to Fe(OH)3 according to Eq. (4), when at least three neighbours of
a D site are neutral sites W. The reaction will take place with hydrolysis
probability P_Hyd2 (Fig. 11d) and the D and three W sites will be re-
placed by P2 and three H species respectively.

Fig. 5. Time-evolution of pit depth (a) and pit aspect ratio (b) under non-flow and unstressed conditions.
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4.3.2. Rules for diffusion
It is well known that pit growth kinetics is largely governed by

diffusion-control [61,62], hence it is important to consider the diffusion
of electrochemical species in the simulation model. The five diffusible
species considered in the CA model and their associated probabilities
are: Fe2+ [P_diffFeII], Fe3+ [P_diffFeIII], Fe(OH)2 [P_diffFeHyII], Fe

(OH)3 [P_diffFeHyIII] and H+ [P_diffH]. Each of these species will
diffuse according to their corresponding probabilities, shown in
brackets. The diffusion of species, except Fe(OH)2 and Fe(OH)3, are
assumed to be isotropic, implying that such diffusing species can move
in any direction with similar probability (Fig. 12a). In the case of the
hydroxides, while Fe(OH)2 can exist as both a solute and solid pre-
cipitate, Fe(OH)3 is insoluble in water. For the insoluble forms of these
hydroxides, it is assumed that the probability of moving in a downward
direction due to gravity will be greater than in any other direction
(Fig. 12b) thus resulting in tendency for corrosion product accumula-
tion. This effect was accounted for by defining a sedimentation factor,
Sed, in the case of the hydroxides, and implemented by multiplying
both [P_diffFeHyII] and [P_diffFeHyIII] by Sed in the diffusion loop.
This sedimentation factor has a dual role; accounting for the pre-
cipitation of the hydroxides and for the decrease in the rate of pre-
cipitation of the hydroxides when flow is present. The later indirectly
shows the effect of flow on the pitting process as convection is not
explicitly modelled. It is recognised that the influence of convection i.e.
displacement of corrosion species will be far greater than that of dif-
fusion. Further discussion on this is presented later.

The diffusion of species is also dependent on the individual diffusion
coefficients. Some authors [63,64] have previously modelled diffusion
of species in CAs fairly accurately by means of a random walk process.
A similar approach was introduced in this work wherein the potential
walkers are the diffusing sites [H], [R] and [D]. The CA includes
several diffusion steps for each corrosion step. Species with relatively

Fig. 6. Time-evolution of pit depth showing the influence of cyclic stress and
flowing conditions on pit propagation kinetics. Note that the flow seemed to
have greater effect on pit depth than applied stress. (FR - flow rate).

Fig. 7. Schematic showing the cellular automaton finite element model architecture showing the CA and FE components and information flow between them. A –
Abaqus ®, M – Matlab ®, P – Python ® (The coloured version of this figure is available online).
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higher diffusion coefficients have higher mobility thus will move
through dimensionally longer distances in the simulated space com-
pared to those with lower coefficients. The diffusion rules was simpli-
fied by relating diffusion distances to diffusion coefficients of the Fe2+,

Fe3+ and H+ (0.719×10−9, 0.604×10−9 and 9.3× 10−9 m2/s re-
spectively). Therefore the H+ represented as the acidic sites have
higher mobility compared to the Fe2+ and Fe3+ species.

It is recognised that the kinetics of anodic dissolution during stable
pit growth can be strongly influenced by IR drop [65,66]. In real sys-
tems, the effect of IR drop is related to a complex set of laws that are
dependent on several variables not limited to solution conductivity and
distance between cathodic and anodic sites (which change the distance
of the electron flow). Some authors [37,48] have considered IR drop by
incorporating a linear gradient potential parameter, Φ, which relates
the dissolution probability to pit depth in the form:

= −( )Pox Pox Φd
d1 p

m0 (5)

where Pox is the dissolution probability under a potential gradient
(active IR drop Φ≠ 0), Pox0 is dissolution probability with no IR drop
(Φ=0), dp is pit depth, and dm is a scale constant equivalent to the
total depth of the metal layer in the modelling space.

In the simulated capillary system with a concentrated brine solu-
tion, there is an accumulation of corrosion products at the tip of the
cell. As the pit depth increases, this has a strong effect on the localised
corrosion behaviour as active sites are hindered from participating in
electrochemical activity. Therefore, the IR drop was not taken into
account because with the increase in the size of the pit, the effect of the
corrosion product accumulation has a dominant effect as the system is
under diffusion control.

4.4. Finite element modelling

4.4.1. Finite element analysis of pit geometry
The localised stress and strain distribution around the pit geometry,

resulting from the CA, was analysed using FEA. Preliminary analysis of
the model results revealed that pit depth can remain constant for up to
ten consecutive time steps, hence it was considered unnecessary to re-
calculate stresses and strains at every time step during the simulation.
Therefore FEA of the pit geometry was performed after every five CA
time steps. An algorithm that interfaces the CA model with ABAQUS®

FEA software [67] was developed using Matlab® scripting language
[60]. The script converts the output matrix from the CA into a solid
part, creates and assigns material properties (stress-strain test data of
X65 steel [50]) to the part, and creates an assembly of the part and
analysis steps for the simulation. It also applies boundary condition by
restricting the elements on the left edge of the metal matrix from ro-
tation and displacement (see Fig. 9) and refines the mesh around the
pit. In order to minimize the computational time for stress analysis
while ensuring accuracy of the FEA results, a mesh size study was
conducted. Based on the results, a finer mesh size equal to twice the cell
size (5× 5 μm) was chosen for the mesh around the pit while away
from the pit, a coarse mesh of 5×200 μm was chosen. The cyclic stress
(fatigue component) was not directly simulated in this work, rather it
was indirectly introduced in the FE model as a tensile load. This applied
tensile load in the FE model is equivalent to the maximum stress that

Fig. 8. Metal-electrolyte-capillary configuration showing (a) schematic of lo-
calised corrosion in real system, (b) schematic of micro-capillary cell and (c) CA
modelling sites of the system in (a).

Fig. 9. Schematic of cellular space for cellular automata modelling.

Fig. 10. Moore neighbourhood of range 1.

Table 2
States of the cells in the cellular automata model.

Species Occupancy Symbol

Neutral solution site Water W
Acidic solution site Proton concentration sites H
Iron (Fe) site Unreactive metal M
Iron (II) ion site Reactive metal I R
Iron (III) ion site Reactive metal II D
Iron (II) Hydroxide site Corrosion product I P1
Iron (III) Hydroxide site Corrosion product II P2
Capillary wall site Capillary surface C
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was applied during fatigue cycling (200MPa). This approach was
adopted due to two reasons. Firstly, whilst the stress cycle and the CAFE
algorithm essentially have different time scales, the influence of fre-
quency is effectively built into the CAFE model, that is, on each CA loop
the effect of stress is incorporated in the resulting values of the CA
probabilities. Secondly, whilst recognising that the stress waveform is a
factor that may influence the fatigue crack growth rate in the presence
of a corrosive environment [68,69], in the current study, no cracks are
formed from the pit and therefore the model deals only up to the pit-
crack transition. Secondly, a previous study reported that no significant
differences in corrosion rates were observed at stress levels below the
yield stress when the maximum stress in the cyclic load was similar to
the tensile stress [70]. In the current model, the applied stress
(200MPa) is below the yield strength of the material. In this respect we
do not believe that there is will be any significant effect of the wave-
form on the magnitude of stress-assisted corrosion.

Boundary conditions and loads must be applied to continuous sur-
faces during FE analysis; hence it was necessary to ensure that the cells
in the boundaries of the metal space do not corrode. This was achieved
by excluding the boundary cells in the metal space from the corrosion
process. The element types assigned to the model were bilinear 4-node
quadrilateral plane strain (CPE4) continuum elements. The final step is
the creation of an input file, which is submitted to the ABAQUS stan-
dard solver for analysis. From the resulting output database (.odb file),

a script written in Python was used to output the components of the
stress, total strain and plastic strain tensors at all integration points
associated with each element. These components were used to evaluate
the inputs into the mechanical-electrochemical model employed to
account for the effect of stress on corrosion, as described in the next
section.

4.4.2. Rules for mechanical-electrochemical effect
It has been shown that anodic dissolution of metals and alloys can

be promoted by deformation [55,71,72] and that applied stress can
increase pit growth rates [33,73]. In this study the mechanical-elec-
trochemical interaction has been modelled adopting the Gutman model,
which is based on bulk thermodynamic analysis of metals [74,75]. The
model has previously been employed by some researchers to account
for the effects of mechanical stress and strain on corrosion kinetics
[44,76]. During strain hardening, the equation for anodic dissolution
due to deformation can be determined from;

= ⎛
⎝

⎞
⎠

I
I

PV
RT

exp Δ Elastic deformationn
m
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⎜ ⎟= ⎛
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⎝

⎞
⎠

I
I

ε
ε

exp σ V
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Δ 1 Plastic deformationn
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where I is the anodic current resulting from deformation, In is the

Fig. 11. Corrosion rules used in the CA to simulate (a) oxidation of Fe to Fe2+, (b) oxidation of Fe2+ to Fe3+, (c) hydrolysis of Fe2+ to Fe(OH)2 and (d) hydrolysis of
Fe3+ to Fe(OH)3.

Fig. 12. Diffusion rules used in CA to simulate (a) isotropy (same probability in all the directions for a H site) and (b) precipitation (3rd option is most likely).
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anodic current for no deformation, ΔP is the hydrostatic pressure, Vm is
the molar volume, Δε is the equivalent plastic strain, ε0 is strain at onset
of strain hardening, σm is the hydrostatic stress, R is the gas constant
and T is the temperature.

These parameters, evaluated from the stress and strain compo-
nents described in the previous section, were used to evaluate
the influence factor, I I/ n, which will be greater than unity in
regions in the metal matrix having localised stress and strain. The
standardised constants used in the model at a temperature of 25 °C
are: T = 298 K, Vm =7.0923× 10−6 m3 mol−1 (for iron), and
R= 8.314 m2 kg s−2 K−1 mol−1. The strain at on-set of strain hard-
ening i.e. yielding is taken as 0.2%.

The influence factor was evaluated for each element in the FE model.
Since each element in the FE model is equivalent to each cell in the CA
model, the stress effect on corrosion was accounted for by modifying
the state of the metal lattice. The modification is achieved by multi-
plying the oxidation probability [P_corr] by the influence factor. Since
this factor is always greater than or equal to unity, the tendency for
corrosion in regions with increased local stress and strain in the metal
matrix increases correspondingly from the base state to a more reactive
state.

4.5. Optimization of CAFE model

The advantage of the CAFE model lies in its ability to simulate, with
reasonable accuracy, the time-dependent evolution of pit geometry and
the associated strain distribution in the vicinity of the pit. This will be
dependent on the individual values of the input parameters in the
model. One means by which these values may be calibrated is by
comparing the simulation results with experimentally determined pit
growth data. Since the model possesses several input parameters, the
CA model possesses a complicated error surface in the parameter space
hence optimization is necessary in order to obtain a set of input prob-
ability values, which globally minimises the error between model re-
sults and experimental data. From a modelling standpoint, pit depth is
the most generally used parameter for describing pitting behaviour
hence the mean square error (MSE) between the simulated and ex-
perimentally measured maximum pit depth as a function of time is
chosen as the objective function to be minimized during the optimi-
zation process. The optimization method used in this work to minimize
the MSE is similar to a grid search using a Sobol sequence [77]. The
model was optimized using the two sets of experimental data that were
obtained from tests with and without flowing solution (see Figs. 5 and
6). It should be noted that only the experimental data obtained under
flowing without the application of stress was employed for optimization
since the objective is to determine the optimum values of the CA model
input parameters. This optimized CA model was then employed for si-
mulating stress-assisted pit growth.

For the optimization procedure, the following steps were followed
in the optimization algorithm. Firstly, in order to determine a starting

point for the optimization process, a preliminary series of simulations
were run manually using combinations of values that were assigned
randomly to all the nine input probabilities in the CA model. Although
these initial values have been described as random, the values chosen
were deemed to be within limits of physical relevance. Thereafter, the
combination of parameters that resulted in the best time series evolu-
tion of the pit depth relative to the experimental data, based on visual
inspection, were provided as inputs parameters for the optimization
algorithm. In addition, ranges of values representing the search space
for each of the input probabilities was also specified. In order to be able
to implement a Sobol sequence, the CA model parameters were first
divided into three groups, namely, group 1 (P_corr [0.1 – 0.9], P_ox [0.1
– 0.9], Sed [0.1 – 8]), group 2 (P_Hyd1 [0.1 – 0.6], P_Hyd2 [0.1 – 0.6])
and group 3 (P_diffH [0.1 – 0.9], P_diffFeHyII [0.02 – 0.09], P_diffFeHyIII
[0.02 – 0.09]). In the optimization algorithm, several combinations of
the three parameters in group 1 are chosen from their subranges (given
in their respective adjacent square brackets) using a Sobol sequence
while the other two groups are fixed with constant values. For each
combination of values, the maximum pit depth evolution with time is
determined, after which the MSE is calculated with reference to the
experimental data at specified intervals of the time series. Since the CA
model is stochastic in nature, model simulations using the parameter
combinations that minimize MSE are performed fivefold in order to
account for this stochasticity. The results from these five repetitions are
then averaged and again the MSE is calculated, after which the prob-
ability values that result in the lowest average MSE is selected as the
optimal solution. It should be noted that, due to equifinality, different
probability value combinations can result in similar results [78].

Table 3
Summary of probabilities obtained for optimized model under flow and non-
flow solution conditions.

Probability Non-flow With Flow

P_corr 0.23 0.26
P_ox 0.28 0.32
P_Hyd1 0.15 0.15
P_Hyd2 0.30 0.30
P_diffHa 0.50 0.50
P_diffFeHyII 0.06 0.06
P_diffFeHyIII 0.06 0.06
Sed 3.30 1.12

a The values for P_diffH, P_diffFe2+ and P_diffFe3+ are equal due to the as-
sumed isotropy condition.

Fig. 13. Simulation results of maximum pit depth as a function of time under
(a) non-flow and (b) flowing conditions.
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Next, the optimized values for group 1 parameters and the pre-
liminary values for group 3 parameters are set as constants while the
same sequence described above are followed. This is also repeated for
the group 3 parameters in turn. It should be noted that the main dif-
ference between two sets of experimental conditions being simulated is
the effect of the flow, which reduces the precipitation of corrosion
species, as new fresh solution is pumped into the electrochemical cell.
This effect is simulated exclusively by effectively reducing the value of
the sedimentation factor (Sed). Therefore the CA model with flowing
solution was optimized by varying only Sed while keeping the values of

the other input parameters that were obtained from the CA model
without flowing solution constant. The obtained optimum parameters
for flowing and non-flowing solutions are given in Table 3.

5. Modelling results and discussion

In this section, simulation results obtained from both the CAFE
model and experiments are reported and discussed, adopting a suitable
timescale calibration in the CAFE model. The chosen quantitative and

Fig. 14. Comparison between experimental and simulated pit cross-sectional profiles at (a) 1800 (b) 7200 (c) 14400, and (d) 25200 s.

Fig. 15. Influence of metal oxidation on time-dependent evolution of maximum
pit depth (The coloured version of this figure is available online).

Fig. 16. Influence of corrosion products accumulation on time-dependent
evolution of maximum pit depth (The coloured version of this figure is available
online).
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qualitative comparison parameters are; maximum pit depth, pit aspect
ratio, and pit morphology. In the model, the maximum pit depth is the
numerical difference between the row containing the deepest corroded
cell and that of the surface of the metal lattice.

5.1. Evolution of pit characteristics with time

For both CA models simulating stable pit growth under non-flow
and flow conditions, one time step corresponds to 5.51 s. Fig. 13 pre-
sents the simulation results for maximum pit depth as a function of time
under stagnant and flowing conditions. The predicted cross-sectional
profiles of pits, compared with those obtained from experiments at
different time intervals, are shown in Fig. 14. Comparisons between the
simulation results and experimental data presented in Figs. 13 and 14
show satisfactory agreement in terms of pit depth, pit aspect ratio and
pit geometry. The results demonstrate that the model is appropriately
validated and is able to simulate the evolution of pit characteristics
during pitting corrosion damage.

5.2. Influence of corrosion and diffusion processes on pit propagation
behaviour

Localised corrosion is a complex stochastic process in which the
kinetics can be affected by several mechanisms including metal dis-
solution, diffusion of corrosion species, and hydrolysis. The CA model
simulating non-flow conditions with optimized parameters was em-
ployed to investigate the influence of (i) oxidation of metal to Fe2+, (ii)
hydrolysis of Fe2+, and (iii) accumulation of corrosion products (Fe
(OH)2 and Fe(OH)3) in the pit, on the evolution of maximum pit depth
with time. This was achieved by varying each of these three parameters
while keeping other parameters given in Table 3 constant.

5.2.1. Influence of oxidation of metal
Activation controlled corrosion has been shown to depend on the

rate of oxidation of metal atoms to cations that participate in redox
reactions. The probability of corrosion, P_corr, was incorporated into
the model to simulate the rate of oxidation of the metal (Fe) to Fe2+.
Fig. 15 shows a power law relationship between maximum pit depth
and time. The empirical power law relationship has been previously
observed in pitting corrosion studies [32] and is generally used to
model pit growth rate in metallic alloys [12,79]. It is also observed from
Fig. 15 that at a given time, maximum pit depth increases as P_corr
increases. Higher probability for corrosion increases both the tendency
for oxidation and the concentration of the corrosion species, Fe2+

within the pit. Consequently the rates of metal dissolution and pit
growth will increase. Changes in the value of P_corr reflect factors such

as potential [80], temperature [81], applied stress [82] and inhibition
[83]. These results illustrate the time-dependent nature of localised
corrosion damage and the characteristic role of metal dissolution rates
in the process.

5.2.2. Influence of accumulation of corrosion products
The mass transport of corrosion products away from the pit site

during pit growth, as observed experimentally (Fig. 6), can be an im-
portant factor controlling stable pit growth. An accumulation factor,
Sed, was incorporated into the model to account for the rate of accu-
mulation of corrosion products (Fe(OH)2 and Fe(OH)3) in the pit during
localised dissolution. Fig. 16 shows the evolution of maximum pit depth
and pit volume with time at different Sed values. It can be observed that
relatively higher values of Sed result in lower values of maximum pit
depth and pit volume at any given time. This indicates that an increase
in the rate of mass transport of corrosion products, simulated by de-
crease in the value of Sed, increases the rate of damage by increasing
metal loss and pit growth rates. One process by which the accumulation
of corrosion products can limit corrosion rates is through diffusion
control, whereby a diffusion barrier is created between the reactant
species taking part in the corrosion process [84,85], in this case, Fe2+

and acidic sites.
In a real system, lower Sed values may be due to (i) an increase in

flow rates wherein corrosion products are transported away from
within the pit thus reducing the degree of sedimentation and therefore
facilitating electrochemical reactions (increased mass transport) and
metal dissolution and, (ii) the local acidification due to hydrolysis of
metal ions within the pit, leading to an increase in the solubility of
corrosion products thereby also decreasing their rate of accumulation
(sedimentation).

5.2.3. Influence of metal ion hydrolysis
Fig. 17 shows that the overall damage (maximum pit depth and

metal loss) is lowest when P_Hyd1 is highest. The result of an increase in
P_Hyd1, i.e. increase in the rate of hydrolysis of Fe2+, on corrosion
behaviour is two-fold, as can be seen in Eq. (3). One effect is that of
increased rates of pit acidification by facilitating the production of
acidic sites, thus increasing metal dissolution and pit growth rates. The
other effect is that of an increase in the rate of formation of corrosion
product (Fe(OH)2), which if accumulated over time, will result in lower
metal dissolution rates, as discussed in the previous section. The com-
petition between these two mechanisms during the pit growth de-
termine the rate of propagation of the pit. The effect of increase in pit
acidification rate can be seen in Fig. 17 for P_Hyd1 of 0.01, where the
pit depth appears to have a linear relationship with time. The plots
suggest that the rate of pit growth is dominated by the rate of hydrolysis
of Fe2+, as the rate of formation of corrosion products is not significant
to the extent where sedimentation can have appreciable effect. How-
ever, as the rate of hydrolysis increases from P_Hyd1 of 0.1 to 0.3,
corrosion product formation rate increases so that sedimentation can
influence the pit growth rate.

5.3. Time-evolution of stress and strain distribution around pits

The evaluation of local mechanical conditions around a growing
corrosion pit, in a stressed component, is challenging because of the
impracticability of analysing stress and strain distributions at every
instant during growth, combined with the irregularity of the pit geo-
metry, which can lead to local ‘micro-pits’ within the pit. Furthermore,
dynamic plastic strain, which plays an important role in determining
the conditions required for crack initiation, may be induced by the
plastic wake left by the pit during growth [86]. Current approaches
being employed to evaluate stress and strain distribution around pits
are based on a discretised approach whereby a pit is analysed at dif-
ferent time intervals during pit growth [86–88]. However, there is a
computational limitation on the number of pit size increments that can

Fig. 17. Influence of metal ion hydrolysis on time-dependent evolution of
maximum pit depth (The coloured version of this figure is available online).
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be simulated, and therefore some assumptions regarding pit shape have
to be made. Figs. 18 and 19 respectively show the distribution of Von
Mises stress and maximum principal strain around a pit in a direction
parallel to loading, at different time intervals. While local strain gen-
erally increased with pit depth and pit aspect ratio, both of which in-
crease with time, the effective stress was not observed to increase sig-
nificantly beyond the yield strength of the material. It is also confirmed,
from Figs. 17 and 18 that the distribution of strain on the pit surface is
not uniform, as reported in other studies [57,86,88], but rather it is
localised around features that may be described as ‘micro-pits’. From a
mechanics based viewpoint, these high strain concentration regions
may facilitate the conditions for crack initiation. However, in a three-
dimensional pit, this will depend on the states of stress and strain and
surface constraint compared to the sub-surface material. These results

demonstrate that the CAFE model is a reasonable simulation and eva-
luation method, in real time, of the induced dynamic local stress and
strain irrespective of depth and aspect ratio of a growing pit. Moreover,
no assumptions are required concerning changes in depth and geo-
metry. This capability of the CAFE model may prove useful for the
realistic assessment of the severity of pits and the prediction of the
conditions that facilitate the initiation of cracks from pits.

5.4. Influence of stress on pit propagation behaviour

The result presented in Fig. 20 demonstrates that the model is
capable of simulating stress-assisted pit growth. The observation that
at any given time, the pit depth is greater under applied stress than
when there is no stress, and that the difference between the trends in

Fig. 18. Evolution and distribution of equivalent stress around a growing pit (σmax =200MPa, [A – time: 5400 s, maximum pit depth: 126 μm, aspect ratio: 0.47], [B
– time: 10,800 s, maximum pit depth: 197 μm, aspect ratio: 0.64], [C – time: 18,000 s, maximum pit depth: 242 μm, aspect ratio: 0.73]). Note the stress concentration
at the micropits at the bottom of the primary pit. Note also that the applied σmax is the same as the applied maximum stress during fatigue tests where Δσ=180MPa
and Stress ratio= 0.1 (The coloured version of this figure is available online).
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the pit depth-time data obtained, with and without stress, progres-
sively widens as the pit becomes deeper, are consistent with the
experimental data. It was particularly noted that the period when the
effect of strain localisation on pit growth became significant coin-
cided with the onset of the development of plastic strain around the
pit, indicating that elastic strain around the pit had minimal effect on
pit growth. The plastic strain in the pit region was evaluated from the
Equivalent Plastic Strain (defined as PEEQ in the Abaqus® result
database) contour plot to be approximately 0.08%. This is in agree-
ment with previous investigations on deformation-corrosion inter-
actions where it was reported that anodic dissolution is more de-
pendent on plastic deformation than elastic deformation [75,89,90].

From investigations on the influence of surface deformation on cor-
rosion, Akid and Dmytrakh observed characteristic changes in the
slopes of corrosion potential, polarisation resistance and Tafel con-
stants of steel in sea water when deformation transitions from the
elastic to the plastic regimes [55]. Despic and co-workers [90] ob-
served that, under potentiostatic control, anodic current increased
markedly at the onset of plasticity whereas, in the elastic region of
the test material, there was no change. It was recently demonstrated
that the free energy increment associated with elastic strain is not
sufficient to influence the metal dissolution rate [89]. The present
results appear to show that the effect of stress on pit growth is at-
tributable to the mechanical-electrochemical effect of the local

Fig. 19. Evolution and distribution of total strain around a growing pit (σmax =200MPa, [A – time: 5400 s, maximum pit depth: 126 μm, aspect ratio: 0.47], [B –
time: 10,800 s, maximum pit depth: 197 μm, aspect ratio: 0.64], [C – time: 18,000 s, maximum pit depth: 242 μm, aspect ratio: 0.73]). Note the strain concentration
at the micropits at the bottom of the primary pit. Note also that the applied σmax is the same as the applied maximum stress during fatigue tests where Δσ=180MPa
and Stress ratio= 0.1 (The coloured version of this figure is available online).
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deformation induced around a pit. This facilitates the anodic dis-
solution process and consequently the rate of pit growth.

6. Conclusions

A cellular automata finite element model has been developed and
employed for simulating stress-assisted pit growth. The proposed ap-
proach which allows the incorporation of (i) key electrochemical pro-
cesses that control pit propagation kinetics, (ii) localised mechanical
deformation around a pit, and (iii) interactions between the two, pro-
vides an acceptable physical basis for modelling damage evolution
under the combination of aggressive environment and mechanical
loading. The model was employed to evaluate the influence of different
electrochemical parameters and applied stress on the evolution of
depth, aspect ratio and morphology of pits, as a function of time.
Qualitative and quantitative comparison of simulation results with ex-
perimental measurements show that both are in good agreement and
that the proposed hybrid model is capable of simulating stress-assisted
pitting damage during the pre-crack stages of environment assisted
cracking.
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